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The Mission of Care Management Plus
is to improve systems and outcomes for vulnerable populations 
through research, technology, and collaboration.

Identifying vulnerable people

Risk stratification and 
segmentation

Tailoring care to these needs

Improving outcomes
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CMS, OHSU Foundation, San Francisco Health Plan, and the Oregon Health Authority



Overview

• What is AI and how might it affect health care? Research? Education?
• What should you consider doing to integrate and support AI?
• What are challenges with AI? How will it affect our professions and 

what should our code of conduct be in its use?
• What is OHSU’s strategy for AI?
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What is Artificial Intelligence (AI)?
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New methods – largely machine learning – allows 
developers to build complex, quickly adaptive models 
with many types of data. 
Large Language Models (LLM) are the foundation of 
current hype related to artificial intelligence – ChatGPT
is based on LLMs 

Artificial Intelligence can be defined as 
non-human systems that make 
inferences and/or decisions
e.g., when a system is replacing part or all of 
the cognition normally done by a human; and 
where the inference drawn is not easily 
reproduced by a human

Have you tried one?: https://bard.google.com ; 
https://www.bing.com/
https://chat.openai.com/ (free preview); do not enter 
any restricted information

https://bard.google.com/
https://www.bing.com/
https://chat.openai.com/


Who has used truly 
advanced ML in  their 
work (or for fun)?
• What was your experience?
• What benefits do you see?
• What harms?
• What have you heard?
• Getting up to speed:
Follow Eric Topol; Listen to Ezra 

Klein; Read summaries in literature

https://www.nytimes.com/column/ezra-klein-podcast



Why AI now?
Since the 60s, people 
have been building 
adaptive algorithms, 
including text 
response
The ability of these 
algorithms suddenly
massively improved

From openai.org, Chat 
GPT 4 technical 
document



NR Sahni, B Carrus. N Engl J Med 2023;389:348-358.

Examples of the Use of Artificial Intelligence (AI) in Health Care 
Delivery Domains.



Large Language Models (LLMs) require different 
approaches in clinical care
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Pattern Recognition
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TextTuning Output

“Base Model”

“Fine-Tuned Model”

LLM Generation and Operation

These are instances of what is 
known as Generative AI, which are a 
class of algorithms that can be used 

to create new content, including 
audio, code, images, text, 
simulations, and videos.

Common LLMs

Tuning : prompt engineering, ongoing learning; requires private and secure versions
Cloud costs > $100m to develop : and expensive to run



AI
@OHSU

Topic Example Status

Ambient AI Scribe DAX Express (LLM)

Epic/Microsoft (LLM)

Pilot is moving through intake
“Hey Epic” – not yet available

Autocomposing Patient Messages Epic/Microsoft (LLM) Available – no current plan

Clinical care and efficiency Radiology

Digital Pathology 

Reviewing Vendors

Piloting

Clinical analysis Translational efforts from research Ecosystem required

Administrative Revenue cycle optimization / 
coding optimization (LLM)

Nym, Codametrix

Education Literature synthesis
Report summarization
Essay generation

?
?
NOT ALLOWED

Research efficiency StarCoder (LLM)
Trial recruitment matching

?
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Generative AI use cases – Ambient AI Scribes
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A harried, frustrated physician looking at a 
computer screen.
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Use Cases for AMCs – Chatbot or 
MyChart responses

11



12

Use Cases for AMCs – is AI more 
empathetic than humans?
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Ambient AI Scribe : DAX Express
• DAX Co-Pilot

What is the risk/benefit and value?
How can we safely use this? Study it?
What are the ethical considerations?
What outcomes could it help us achieve?

https://videos.nuance.com/healthcare/watch/CpL3yxhqVXKNxXugqtMW67


Concerns and their validity

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC10048148/



Ambient AI Scribes – Gold et al (unpublished)
• 14 cases, each input into ChatGPT4 Plus 3 times 

(general system; not specifically trained for note 
generation)

• Assessed accuracy, consistency of results
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Examples





https://www.nejm.org/doi/full/10.1056/NEJMp2304839

In Education

• Generative AI and multimodal AI models share a probabilistic 
base

• And are intended to support decision making through 
inference and tailored communication

• Changing teaching to understand Clinical Decision Support 
(CDS) and probabilities is crucial:

• How different inputs affect results
• How prior probability impacts interpretation, especially 

in rare cases
• Bias identification
• Communicating about the use of AI

• Learning HOW and WHEN to use the tools is important – and 
when you should NEVER use them

https://jamanetwork.com/journals/jama/fullarticle/2811219
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Framework for AI adoption –
example 1
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Framework – example 2
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Engagement in the AI conversation 
nationally

OHSU faculty 
involved in several 
efforts:
• National Academy 

of Medicine Code 
of Conduct

• Bridge2AI ethical 
AI generation

21



What might a Code of Conduct entail for health 
care professionals? What should you expect of us?

Sustainable AI
Responsible local leadership

Social sustainability
AI Audit and Assessment*

Human-centric AI

Embedding humanness in AI 
agents to meet ethics of care 

requirements
The role of health professionals in 

maintaining public trust
Developing appropriate AI 

technology through 
interdisciplinary collaboration^

Inclusive AI Inclusive communication and 
involvement in AI governance^

Fair AI

Alleviating algorithmic and data 
bias

Data representation and equality
AI related health disparity in low 

resource settings^

Transparent AI

Safeguarding personal privacy

Explainability of AI-driven 
models and decisions
Addressing the loss of 

confidence on AI by policy, 
legislation and regulation

User empowerment^

Informed consent for data use

Policy Considerations for the 
AI Accountability Ecosystem

Trade-offs among trustworthy 
AI goals*

Barriers to implementing 
accountability mechanisms*

Complex AI lifecycle and value 
chains*

Difficulties with 
standardization and 

measurement*



OHSU Adoption of AI
Intake questions for AI (from Statement on AI)
1.Is it NEEDED? 
2.Is it USEFUL and SAFE? 
3.Compliance with or evidence of exemption from all relevant 
regulatory bodies. FDA (most), CLIA (sometimes), ONC

4. A clear and evidence-based risk-benefit calculation with 
consideration for value.
5. Ethics. Biases and their mitigation. Transparency. Understandability 
and agency.
6. Local validation and evaluation. 
7. A feasible and sustainable implementation plan that includes 
monitoring for harms as well as benefit over time, which includes 
resources for ongoing algorithmovigilance.
8. A training and support plan to help all persons at OHSU, including 
patients, learners, and researchers, understand and use the tools 
effectively and safely.
9. What conflict of interests exist? – These need to be documented

Intake 
questions

• Research
• Innovation
• Clinical Care

Clinical review (as 
needed)

• Affected groups
• Professional Board

Other 
compliance

• Legal
• Privacy/Security

AI 
Governance

• Value
• Risk/ Benefit
• Feasible

HIT 
Governance

• Final assessment
• Scheduling
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