Artificial intelligence in radiation oncology: A specialty-wide disruptive transformation?
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ABSTRACT

Artificial intelligence (AI) is emerging as a technology with the power to transform established industries, and with applications from automated manufacturing to advertising and facial recognition to fully autonomous transportation. Advances in each of these domains have led some to call AI the “fourth” industrial revolution [1]. In healthcare, AI is emerging as both a productive and disruptive force across many disciplines. This is perhaps most evident in Diagnostic Radiology and Pathology, specialties largely built around the processing and complex interpretation of medical images, where the role of AI is increasingly seen as both a boon and a threat. In Radiation Oncology as well, AI seems poised to reshape the specialty in significant ways, though the impact of AI has been relatively limited at present, and may rightly seem more distant to many, given the predominantly interpersonal and complex interventional nature of the specialty. In this overview, we will explore the current state and anticipated future impact of AI on Radiation Oncology, in detail, focusing on key topics from multiple stakeholder perspectives, as well as the role our specialty may play in helping to shape the future of AI within the larger spectrum of medicine.
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Introduction

Artificial Intelligence (AI) and machine learning are terms used to describe a computerized approach to identify complex mathematical relationships within observational data, and that can evolve as new data are generated. While AI is not a new concept, recent advances in computing power, algorithms, and automated data collection have enabled an explosion in AI capabilities and utilization [1]. This has been facilitated by an increase in parallel computing capability through the adoption of architectures such as the Graphics Processing Unit (GPU) and other frameworks such as cloud-based computing. Advances in computing have supported widespread adoption of more sophisticated modeling approaches that have enabled more accurate predictions. In Radiation Oncology, numerous data sources (e.g. electronic medical records and outcomes data, imaging, laboratory, and pathology data, radiotherapy planning data, record-and-verify systems, other instrument data) all provide opportunities for the application of AI methodologies to improve technical capabilities and the overall quality and safety of cancer care delivery. The existing strong quality assurance and data-driven frameworks in Radiation Oncology provide a strategic and compelling foundation for the ongoing and future development of AI and its integration into patient care and other workflows.

The current state of AI in radiation oncology

The processes of target and normal tissue image segmentation, inverse planning and dose optimization, decision support, and quality assurance are all AI-relevant areas that have attracted recent interest. There have been focused conferences dedicated to the topic, and growing academic and commercial AI research interests and applications (e.g. Google's DeepMind [2], Siris Medical's QuickMatch [3], Mirada's DLExpert [4], Oncora Medical's Precision Radiation Oncology Platform [5], and others). There are numerous additional areas of ongoing AI-related research in the field at present, with broad applications [6].
However, there is a significant mismatch between the perceived capabilities and untamed expectations of machine learning approaches compared to their actual capabilities and limitations at present [7,8]. As machine learning algorithms predominantly search for correlations between myriad input and outcomes data, the quality and utility of even the best algorithms are constrained by the well-established limitations of any study relying upon observational data [9]. Furthermore, available Radiation Oncology datasets have generally been smaller and more limited than the datasets other professions may use to tune their predictive algorithms, and the quality and completeness of existing outcomes data are a key barrier to AI. While the non-linear modeling used in machine learning algorithms may be applicable to non-linear phenomena in Radiation Oncology (e.g. dose–response curve prediction), inherent confounders, biases, or high levels of noise in any datasets could invisibly degrade the utility of such approaches (i.e. the model may train non-linearly on the confounders or biases). This remains a particularly dangerous issue given the opacity of and difficulty in interpreting many current “black box” machine learning models (e.g. a neural network incorrectly predicted that asthmatic patients have a lower risk of dying from pneumonia) [10].

**Image segmentation**

While knowledge-based approaches to automated image segmentation (auto-contouring) have been in development for a number of years [11], emerging approaches are integrating AI methodology such as deep learning (e.g. Mirada’s DLExpert [4]) and other techniques like decision forests and adversarial neural networks (e.g. Microsoft’s Project “InnerEye” [12,13]). Automated segmentation tools have been adopted by an increasing number of practitioners and have been shown to improve efficiency of structure set generation, particularly for organs at risk (OARs) such as those in the head and neck [14]. However, autocontouring methods differ in performance [15] and have greater difficulty identifying soft tissue structures due to lower tissue contrast [16], and frequently generate inaccurate, incomplete, or unusable information, requiring time-consuming manual post-processing and oversight. These inaccuracies are especially prominent in clinical scenarios where a patient’s anatomical variation (e.g. hypertrophic prostate median lobe) may be absent from or represented sparsely within the training cohort upon which a given model is based.

**Radiotherapy dose optimization**

Early work in radiotherapy dose optimization leveraged historical data to quantify relationships between dose and proximity of anatomical structures to guide radiotherapy treatment planning [17–19]. More recently, such knowledge-based treatment planning approaches have leveraged tens to hundreds of prior treatment plans to reproducibly improve planning efficiency across multiple disease sites (~80% time savings on average). Plans generated in this manner often meet or exceed adherence to dose constraints compared to manually generated plans in many clinical scenarios (e.g. prostate cancer [20,21], cervical cancer [22], gliomas and meningiomas [23], head & neck cancer [24], spine stereotactic body radiation therapy (SBRT) [25]). This approach has also been applied to post-planning quality assurance of dose volume histogram data [26–28]. Ultimately, data-driven planning is not fully automated at present as it requires expert oversight and/or intervention to ensure safely deliverable treatment plans. Automated planning may also result in plans with clinically significant suboptimal dose constraint prioritization (e.g. excess dose to spinal cord in nasopharynx cancer plans [29]). Moreover, certain types of treatment plans (e.g. complex 3D and electron plans) are not readily amenable to such approaches at the present time.

**Clinical decision support and outcomes prediction**

Clinical decision support, powered by treatment and patient outcomes data, has emerged as another focus area for AI efforts in Radiation Oncology. The key principle is to leverage existing data sources and models to provide pertinent point-of-care recommendations. In the field of Radiation Oncology, clinical decision support has at least three main applications: (1) The pre-planning prediction of dosimetric tradeoffs to assist physicians, patients and payers alike to make better informed decisions about treatment modality and dose prescription [30–32]. (2) The integration of dosimetric information with orthogonal data (e.g. genomics, diagnostic imaging, electronic medical records) to build accurate outcomes models of Tumor Control Probability (TCP) and Normal Tissue Complication Probability (NTCP). Although early research has shown this to be a promising approach, this area of decision support is not yet ready for routine clinical use [3,33–37]. (3) Radiomics, which is a branch of medical imaging analytics that relies upon primary extraction of quantitative imaging features (e.g. texture) to predict various clinical phenomena. For instance, analysis of pre-treatment CT planning data from early stage non-small cell lung cancer patients treated with SBRT can be used to predict clinical outcomes [38], and there are multiple ongoing studies using radiomics to predict risk of pneumonitis prior to initiation of therapy. Despite these early predictive successes, radiomics based techniques remain largely confined to research domains at present.

In all cases, the scope and accuracy of AI-based computer-aided decision support remains principally limited by the scarce availability of high quality curated clinical and outcomes data, as well as the lack of standardized processes and data structures among institutions. To address this limitation, several cooperative scale research approaches (e.g. EuroCAT [39], LAMBDA-RAD, Oncospace [40]) and commercial efforts to curate and/or clean medical data (e.g. Flatiron Health [41]) are gaining acceptance. The rapid learning health system paradigm championed by MAASTRO seems to be a particularly viable solution to the many practical challenges of information sharing across institutional and international borders [42], and the emergence of common data models (e.g. OMOP [43]), ontologies (e.g. ROO [44]), and interoperability standards (e.g. HL7-FHIR [45]) have begun to enable such approaches on a limited basis [46].

**Quality assurance (QA)**

Machine learning is poised to solve multiple long standing problems and improve workflow efficiency. For instance, current IMRT QA workflows require detailed assessment of every patient plan without any individualized expectation of result. AI has been successfully used to predict individualized IMRT QA passing rate [47,48], potentially enabling intelligent resource allocation in favor of plans more likely to fail. Additionally, AI has enabled error prediction in image guidance systems [49] and Linac performance [50], in some cases exceeding the detection rate by current clinical metrics. As machine level data are increasingly applied toward preventative maintenance [51], these and other AI algorithms may also serve to decrease machine downtime and other technical failures. Importantly, this could help to improve departmental efficiency and improve staff and patient satisfaction.

However, these improvements in QA processes (as well as the incorporation of AI into other Radiation Oncology workflows) carry implicit maintenance costs in the form of additional QA demands for the algorithms themselves. At present, the accuracy of...
population-based machine learning algorithms in medicine tends to decay over time (approximately 4 month “half life”) as the underlying populations and paradigms evolve and thus render existing models less accurate [52]. The performance of all deployed AI algorithms will therefore need to be verified periodically using an evolving series of tests. The medical physics community has not yet faced this burden, however the need is already emerging for QA of AI-based processes and other clinically deployed algorithms.

The potential future impact of AI on radiation oncology

Increased efficiency in the radiation treatment planning process is perhaps the largest and nearest-term beneficiary of advances in AI. One could envision a system that accurately identifies both normal and target volumes, estimates the optimal modulation and beam arrangement from among a range of feasible and clinically-appropriate options, and is able to achieve deliverable plans that maximize tumor control probability and minimize risk of toxicity, while approaching the upper limit of technological possibility. Moreover, AI could enable integration of clinically relevant data from multiple sources (e.g. EHR, imaging data) to further tailor the treatment approach. Overall, an ideal system could substantially speed the process, reduce the time burden of human intervention, allow for a shorter interval from simulation to initiation of treatment, and facilitate paradigm shifts such as online adaptive planning [53].

In the future, it is likely that advanced computational techniques will enable such rapid and reliable automation as to reshape resource utilization and staffing levels, training requirements, reimbursements, and patterns of care, as well as other aspects of Radiation Oncology. However, it is also likely that the most successful implementations will require human engagement to utilize AI to maximally augment human skills. Indeed, technological advances are often accompanied by loss of some clinical or technical skills [54] with gain of others. Future trainees and current practitioners alike will need to understand the applications and limitations of multiple AI tools of the future. Current critical skills such as contouring will see their importance fade over time, to be replaced by a fluency with AI and novel human–machine interfaces.

Dosimetry and medical physics

The emergence of computational tools to perform medical dosimetry workflow tasks is likely to dramatically reduce planning time and extend the capabilities of a single dosimetrist. Depending upon growth in patient volumes, the field may see a contraction in overall staffing requirements. Although these factors should reduce costs, enhance plan quality and throughput, and enable frequent adaptive replanning to the benefit of patients [55,56], patient care workflows will become increasingly dependent upon multiple additional computer-based points of failure.

Medical physicists are similarly debating what their role will be as AI reaches maturity [57]. For instance, additional QA responsibilities are likely to include the supervision, deployment and maintenance of AI algorithms that are sure to emerge. These changes potentially loom larger for the Medical Physics profession than the changes that accompanied the introduction of IMRT. The role of the physicist is likely to migrate away from quality assurance of equipment (e.g. simulators and linear accelerators), and more toward quality assurance of patient treatments and the overall treatment process and environment [58]. It is also possible that dosimetrist duties may shift toward treatment plan QA, depending upon departmental logistics and competing responsibilities of medical physics staff.

Clinical patient care

Wide anticipated adoption of AI in healthcare decisions [59] could improve the quality of care broadly by improving decision-making capacity and reducing the impact of knowledge gaps between domain-specific experts and non-experts, ensuring any provider could leverage insights from collective experience beyond the capacity of an individual to acquire. This is likely to reduce the emphasis on a provider to acquire such quantifiable knowledge. From a radiation treatment planning perspective, it is likely that clinicians, akin to dosimetrists, will have reduced direct involvement in the planning process, with an analogous shift toward oversight responsibility.

The future adoption of integrative analytics and bona fide rapid learning health systems [42] is likely to increase the demands on clinicians to interface with computers. This could be of great benefit if human computer interfaces allow providers to reduce duplicative or manual efforts. However, cumbersome interfaces could reduce efficiency and stymie progress.

Ultimately, a provider’s primary responsibilities to put the patient first – to support, educate, and treat as relevant – will remain unchanged. However, it is likely that, as AI and computerized processes play a larger role in the Radiation Oncology ecosystem, providers will increasingly be required to have basic AI literacy and to support the computerized systems upon which all depend.

Practical considerations

As AI evolves to surpass human performance in specific tasks, it may become limited by the traditional metrics we have employed, which may in and of themselves be poor surrogates of the medical ground truth. Should we reach an era where AI can statistically outperform any human expert at image segmentation, would it be ethical to have a human make “corrections” to a volume? Would it be medically defensible to select a plan disfavored by an AI-based plan comparison, particularly when the number of constraints could outstrip a human’s ability to assess? Full maturity of AI systems will therefore depend upon earned trust and a level of interpretability that enables a human to understand and accept superior performance.

The growth of AI will also pose novel data security challenges [60,61] as data are increasingly shared across governance structures and stakeholders [62,63]. Foremost among these is the increasing technical difficulty of maintaining privacy in a highly interconnected environment [64]. The increased data security requirements from the European Union’s General Data Protection Regulation (GDPR) [65,66] represent efforts to evaluate and balance these concerns; however, there are significant privacy implications of unintended third party data reuse that may become more common with AI adoption. Google DeepMind’s embattled partnership with the British National Health Care System provides a cautionary example of unfettered access to privacy noncompliant data [67].

The haphazard adoption of IMRT provides a compelling harbinger of how AI could similarly be integrated into clinical practices in a piecemeal fashion, which may be driven in part by skepticism, bias, or early challenges [68]. Early adopters will more likely face the burden of unwieldy AI implementation, as well as the resistance of later adopters who may be unwilling to exert even a modicum of time or effort to assist with the optimization of AI.

Just as some early IMRT systems had flaws that resulted in patient harms [69,70], early AI algorithms could also cause negative outcomes as they are clinically adopted. Therefore, we will likely see serial prospective technology assessment trials of AI approaches [14]. Nevertheless, AI is sure to undergo a transition
through several “false starts” on the way to a fully effective widespread technology.

**From vision to reality: How do we get from here to there?**

Recognition of the magnitude of the task, the need for collaboration with other disciplines and specialties, and the potential revolutionary, paradigm-changing nature of the changes to come in the coming years should all serve as a “call to arms” for Radiation Oncology to actively engage in harnessing the potential advantages of AI for our specialty and for our patients. The question remains “How?”

**The American College of Radiology’s Data Science Institute**

Anticipating the growth of AI and its current and future implications, the American College of Radiology (ACR) has launched the Data Science Institute (DSI) to coordinate effort among key stakeholders including clinicians and patients, researchers, industry and regulators [71]. In cooperation with global partners, the DSI is scoped to define clinically meaningful AI use cases, set standards for medical imaging AI interoperability, benchmark and certify algorithms, and broadly anticipate and address the many relevant regulatory, legal, and ethical issues that are likely to arise.

**Data availability**

Radiation Oncology datasets represent a relatively untapped, but highly valuable source of annotated images and treatment plans for machine learning approaches. In light of the numerous barriers to data sharing (e.g. strict privacy requirements) and the growing necessity to integrate disparate datasets, we must promote and adopt data solutions that enable shared contributions and learning across institutional and international borders [42]. We must avoid data hoarding by embracing a culture committed to data sharing, possibly by incentivizing release of richly curated datasets as a promotable and rewardable academic and scientific activity [72–74]. Just as open-access publication is mandated for publicly funded research, perhaps FAIR-compliant DICOM-RT and matched clinical data publication could be a requirement of any publicly funded radiotherapy trials [75,76]. Akin to the use of digital and physical phantoms as objective references, standardized datasets will also need to be created for evaluation of AI algorithms.

We should continue to embrace and expand data standards and promote seamless interoperability of treatment planning system data with both the electronic medical record and radiology PACS systems. We should leverage and support open access codebases related to Radiation Oncology data sharing and analysis [77–81], and facilitate wide dissemination of imaging data for novel algorithm development and refining best practices [82–84]. To enable the broadest and most impactful dissemination of AI tools, it is important that we facilitate equitable access and distribution, and that algorithms resulting in part or whole from data generated using public funds should be made publicly available to all. Both funding agencies and publishers should explicitly stipulate such policies. All of these efforts will require commitment and infrastructure development [77] by multiple parties.

**Data equity**

It is critical that algorithms and AI models explicitly account for diverse clinical populations to reduce implicit biases, inequities, and disparities, and ensure that they are not codified or exacerbated. Highly effective algorithms developed in one population (e.g. patients at tertiary academic medical centers) may be optimized on demographic groups which are not represented in other countries, regions, or cohorts. This can have severe consequences, as was recently shown for a predictor of hypertrophic cardiomyopathy that misdiagnosed a pathogenic genetic variant in African American patients [85]. We must therefore endeavor to augment training and validation datasets with diverse data that reflect the population(s) in which they could ultimately be implemented. We must also diversify engagement with and development of AI tools in general.

**Education and training**

We should provide opportunities for trainee enrichment in machine learning techniques and data science and AI tools and evaluation. Residency program curricula and in-service exams will require revision to include structured informatics (clinical and computational) educational modules, just as programs have previously included specialized instruction in radiobiology and physics.

It is also important that we begin developing pathways for interested and qualified individuals to engage more deeply in AI domains. The NCI-FDA Information Exchange and Data Transformation (INFORMED) Fellowship in Oncology Data Science, an innovative oncology fellowship program for qualified radiation oncologists, could be used as a model across institutions [86,87]. Residency organizations could further champion AI training through journal clubs, interest groups, and other extracurricular enrichment (e.g. AI boot camp). Future continuing medical education (CME), webinars, ESTRO School courses, workshops, conferences, and other distributed materials will also need to be developed to facilitate the integration of AI tools into routine practice.

**Funding and staffing**

We should advocate for expansion of AI-relevant research funding and continue to support and promote dissemination of AI-related research to an international audience (e.g. ESTRO annual meeting). The success of the NCI/ASTRO/AAPM workshops on Big Data (2015) and Precision Medicine (2016) highlight the power of a community-scale focus on data science, and we should provide for such opportunities on an ongoing and international basis.

Leaders of academic radiation oncology programs should be strategic in garnering shared resources from other informatics stakeholders at their home institutions, in order to develop dedicated efforts in computational biology, informatics, and data science within the classic department structure. The scale and scope of AI integration, however, could easily dwarf the capabilities of single institutions, and large scale cooperative groups should be convened to address this by collective effort. While the number of radiation oncology-trained physicians with relevant informatics experience and interest remains nascent, the evolving phenotype of the trainees matriculating into our field could meet this demand if cultivated appropriately.

Appropriate strategic collaborative partnerships with the technology industry could help not only to provide resources for critical research, but to maximize the synergy of often mutually exclusive clinical and technical expertise. Any such partnerships should embrace the principles of equity to the greatest extent possible.

It is also imperative that we proactively study the potential ramifications of emerging technologies on patient care, staffing, and financial models so that we may better anticipate workforce supply and demand. Such projections are notoriously inaccurate, and differing observations and assumptions may yield opposing conclusions over time [88,89]. Nonetheless, this quantitative approach is critical for long-term planning efforts, with potentially significant repercussions for workforce balance, patient-provider ratios, and health disparities and outcomes.
Summary/conclusions

While we acknowledge that the future is challenging to predict, there is clear and compelling evidence that AI will change the entire field of medicine over the coming years. Radiation Oncology will be no exception. Just as other technologies (e.g., IMRT) have ushered in transformative changes in the past, AI is sure to affect treatment capacity, treatment capabilities, and safety and QA frameworks, with significant repercussions for patients, providers, and the healthcare system as a whole. The international Radiation Oncology community will need to work together to ensure optimal utilization and coordination of talent, training, investment, and resources in order to maximize the potential of AI. Otherwise, future AI tools are likely to be constrained in scope and value and perhaps could be dictated to our specialty by external stakeholders. The time has come for Radiation Oncology to embrace the potential of AI through education and engagement. Even as it may seem part of a more distant horizon, the opportunity cost of ignoring AI at this juncture is steep.
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